
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In the past decade, there has been a growing interest in using machine learning (ML) approaches for public health and social science 

research, applied to topics such as outcome risk factor identification, disease prediction, and health care resource allocation. [1]. The 

challenges to in-person data collection triggered by the COVID-19 pandemic have further catalyzed interest in ML applications with big 

data (such as social media, remote sensing, and other data from online sources) in particular [2]. ML models can be particularly useful 

in addressing some of the limitations associated with traditional statistical models, such as multi-collinearity, restrictions of small 

prevalence outcomes or unbalanced datasets, and other challenges associated with large numbers of independent variables. 

To date, ML approaches have received limited application on issues specific to women’s health or gender. In the current brief, we discuss 

our ML related work to understand gender issues. We describe an exploratory research technique, Iterative Thematic Analysis (ITA), 

which integrates ML models with qualitative coding methods. We have used ITA to identify correlates of multiple gender related 

outcomes, such as child marriage, non-marital sexual violence, marital sexual violence, and help-seeking behavior for marital violence 

[3-6]. These outcomes are key areas of research, yet less understood in terms of known risk factors. Additionally, most have very low 

prevalence, making the use of traditional regression models challenging to identify correlated variables.

Our work focuses on India, and uses a large dataset- the 

Demographic Health Survey, also known as the National Family 

Health Survey (NFHS-4) in India. NFHS-4, a nationally 

representative survey was conducted in 2015-16, and interviewed 

nearly 700,000 women between ages 15 to 49 on a wide range of 

topics related to their health and overall well-being. A subset of these 

women (nearly 80,000), were also asked about their experiences of 

violence. The NFHS-4 dataset includes approximately 5000 

variables. We adopt an exploratory approach, aiming to identify 

potential correlates of a given outcome from all collected. ITA is a 

tool for hypothesis generation, which uses a large pool of both 

theoretically related and unrelated variables within a population-

level dataset to identify potential correlates for an outcome. These 

correlates can then be further tested and studied by more localized 

research. 

We developed the ITA technique through a process of collaboration 

and deliberation that included experts in gender research, survey 

data analysis and computer science. 

 

 

 

  
Figure 1: Two types of machine learning models used in the Iterative 

Thematic Analysis (ITA) method 

 

ITERATIVE THEMATIC ANALYSIS (ITA) – A SYSTEMATIC APPROACH TO IDENTIFYING CORRELATED THEMES: ITA uses 

two different types of ML models : lasso and ridge models (Figure 1). We run these two models, lasso followed by ridge, using the 

strategy of ITA. Figure 2 depicts the steps in ITA. We first run a lasso model with the complete dataset, i.e., over 5000 variables as the 

independent variables and our outcome of interest as the dependent variable. We use lasso since it is useful in identifying irrelevant 

variables by shrinking their coefficients to zero. The variables with non-zero coefficients from lasso are then included in a ridge 

regression model. 
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Machine learning for applied gender analysis: a 

hypothesis generation research technique 

Our work uses two types of machine learning models 

a) Lasso regression and b) Ridge regression models    

Both are forms of regularized regression models. 

Regularization imposes a penalty on the size of regression 

   
coefficients by trying to shrink them towards zero. 



Ridge regression results are ranked in terms of their coefficient 

values. Variables with coefficient values higher than the knee 

point (point of maximum curvature) of the coefficient curve are 

selected for qualitative coding – to identify themes across the list 

of variables. Themes are groups of variables that can be 

categorized into a specific coherent and relevant dimension. 

For example, multiple variables assessing different aspects of 

women’s views on intimate partner violence may be classified as 

one overall intimate partner violence category. 

After two experts independently code the text, coders meet to 

reach consensus for any codes in dispute. Next, the group of 

variables corresponding to the theme which has the highest 

variance, or highest coefficient value, is dropped from the 

models, and the lasso and ridge models are re-run. 

This iterative process is carried out until no new themes are 

identified for at least three consecutive iterations, no new 

variables are found in a given iteration, or the accuracy of the 

models is less than a specific threshold, reliant on the research 

question. 

 

EVALUATION OF THE ML MODELS: As is standard for most 

ML models, prior to running the lasso and ridge models, we 

randomly divide the dataset into training and test datasets. 

Eighty percent of the sample is assigned as training dataset and 

20 percent is randomly assigned as test dataset. The training 

dataset is the actual dataset that is used to train the model (lasso 

or ridge). The sample of data used to provide an unbiased 

evaluation of a final model fit on the training dataset is the test 

dataset. 

To assess the accuracy of our predictive models, we calculate 

the area under the receiver operating characteristic (AUC) 
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curve. The AUC is a plot of the test true-positive rate (y-axis) 

against the corresponding false-positive rate (x-axis), mapping 

sensitivity against specificity. We also estimate balanced error 

rate (BER), which is the average of errors for positive and 

negative classification of the outcome variable. AUC and BER 

are calculated and examined after each round of ML models in 

the ITA. 

Figure 2: Flowchart depicting the different steps in implementing the 

Thematic Analysis (ITA) technique 

We first tested the ITA technique on child marriage in India [3], as a type 

of validity assessment, given existing evidence on child marriage 

correlates. As our results were in line with existing literature, we have 

since applied ITA to a broader range of outcomes, including sexual 

violence, help-seeking for violence and use of intrauterine devices. 
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